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SciDAC: Scientific Discovery through Advance Computing

PAESCAL: Physical, Accurate, and Efficient Atmosphere and Surface Coupling Across Scales

• Collaboration among 4 labs + 3 universities + 1 industry partner
• Scope: develop new algorithms for numerical 

process coupling in E3SM, especially in EAM
• Goal: contribute to the improvement of numerical accuracy and 

computational efficiency of E3SM’s multi-decadal climate predictions

• DOE Office of Science research program since 2001
• 5th instantiation of the BER-ASCR partnership since Sept. 2022
• Projects are collaborative basic research efforts involving physical scientists, computational scientists, and 

computer scientists

This presentation
• Describe project objectives and provide an overview of the tasks
• Purpose is to facilitate coordination and collaboration with the E3SM team
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What do we mean by numerical process coupling?

After state-of-the-art representations of individual processes have been developed by the corresponding experts, 
what numerical algorithms do we use to assemble the different pieces into a full, coherent, and performant model?

F
D

E

A C
B

G

A

B

C

D

E

F

G

A

CF

G

DE

B

F
D

E

A C
B

G

A

B

C

D

E

F

G

A

CF

G

DE

B

• PAESCAL focuses mainly on time integration
• Some tasks unavoidably involve vertical discretization

• Time integration: primary focus is on reducing splitting errors
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Splitting errors have caused significant inconvenience 
in E3SM development

• Strong sensitivities of model results to ∆t and ∆z

• Both examples shown here have to do with splitting errors

Relative difference in annual mean total cloud 
cover caused by shortening ∆t to 1/6 in EAMv1 

H. Wan et al.: Time step sensitivities in EAMv1 1929

Figure 5. (a, d) The 10-year mean geographical distribution of total cloud cover (CLDTOT, a, b, c) and total cloud radiative effect (CRE,
lower row) in v1_CTRL. (b, e) Differences between v1_All_Shorter and v1_CTRL. (c, f) Relative differences with respect to v1_CTRL.
Statistically insignificant differences are masked out in white. The simulation setups are described in Sect. 2.3 and also summarized in group
I in Tables 1 and A1. Schematics depicting the time integration loop and different step sizes can be found in Fig. 2.

Table 2. List of observational data and EAM’s output variables used for evaluating model biases. The observational data were obtained
from NCAR’s AMWG diagnostics package (http://www.cgd.ucar.edu/amp/amwg/diagnostics/plotType.html, last access: 6 April 2021). TOA
stands for “top of atmosphere”.

Physical quantity Source of observation EAM output

Surface longwave downwelling flux ISCCP (1983–2000) FLDS
Surface net longwave flux ISCCP (1983–2000) FLNS
TOA upward longwave flux CERES-EBAF (2000–2010) FLUT
TOA clear-sky upward longwave flux CERES-EBAF (2000–2010) FLUTC
TOA longwave cloud forcing CERES-EBAF (2000–2010) LWCF
Surface net shortwave flux ISCCP (1983–2000) FSNS
TOA net shortwave flux CERES-EBAF (2000–2010) FSNTOA
TOA clear-sky net shortwave flux CERES-EBAF (2000–2010) FSNTOAC
Shortwave cloud radiative effect CERES-EBAF (2000–2010) SWCF
Total cloud amount CloudSat (2007–2010) CLDTOT
200 hPa zonal wind JRA25 (1979–2004) U

500 hPa geopotential height JRA25 (1979–2004) Z3
Precipitation rate GPCP (1979–2009) PRECT
Total precipitable water NVAP (1988–1999) TMQ
Sea level pressure ERAI (1989–2005) PSL
Surface latent heat flux JRA25 (1979–2004) LHFLX
Surface sensible heat flux JRA25 (1979–2004) SHFLX
Surface stress ERS (1992–2000) TAUX, TAUY
2 m air temperature LEGATES (1920–1980) TREFHT
Sea level temperature on land NCEP (1979–1998) TS

https://doi.org/10.5194/gmd-14-1921-2021 Geosci. Model Dev., 14, 1921–1948, 2021

20% to 50% decreases

1

23% decreaseLifetime 
(days)

Global mean dust aerosol lifetimes in 
EAMv1 using 30 or 72 layers

2• If these sensitivities are not  addressed, developers will have to
§ Change ∆t or ∆z and repeatedly retune model parameters, or 
§ Avoid the retuning by living with fixed ∆t or ∆z

• Both are undesirable scenarios

• EAM is expected to be evaluated and used at a wide range 
of horzonal resolutions

• How to choose ∆t or ∆z?

See also Feng et al. (2022)

See also Wan et al. (2021) and Santos et al. (2021)
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SciDAC4 work showed that splitting errors can be identified, understood, and 
substantially reduced

... but many sensitivities and coupling problems remain unaddressed

∆t sensitivity in annual mean 
low-cloud fraction in EAMv1

∆z sensitivity in global annual 
mean dust lifetime in EAMv1
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PAESCAL addresses numerical coupling challenges at multiple levels of 
E3SM’s model hierarchy

“Atmosphere driver” level

Component Interac;on

Processes in the real world Model components

surface moisture 
and heat fluxes

radia,ve cooling

entrainment

turbulent transport

radia,on code

cloud microphysics

ver,cal diffusion

surface model

cloud macrophysics

large‐scale subsidence dynamical core

Cartoon adapted from Stevens (2005)

22

Clouds, especially low boundary‐layer clouds, are a major source of uncertainty 

in current climate simula;ons (IPCC, 2007)

aerosol module

ac,va,on of 
cloud droplets

Cartoon adapted from Stevens (2005) by Hui WanImage credit: E3SM website

Earth system level Parameterization level

Image credit: PAESCAL proposal (2022)

that omits all details of the formation of hydrometeors. EAMv3 plans to adopt an updated version of the
stratiform cloud microphysics called P3 (Morrison and Milbrandt, 2015; Morrison et al., 2015) and also ex-
tend it to deep convective clouds based on our team members’ work (Song and Zhang, 2011 and Song et al.,
2012; hereafter referred to as the SZ scheme). This will be a critical step toward a complete and consistent
representation of aerosol–cloud interactions across all cloud regimes.

The MG2-P3-SZ family of cloud microphysics parameterizations, like many others, represents two types
of processes: those occurring within each grid cell, which we will call local processes (e.g., autoconversion,
accretion, freezing, sublimation), and hydrometeor sedimentation, a nonlocal process by which particles
fall vertically through a column. For stratiform clouds, MG2 and P3 use sequential splitting between the
two types of processes, with all local processes calculated and applied immediately before sedimentation.

Figure 8: The ratio between vertically integrated accretion and
autoconversion rates for a drizzling stratocumulus case study
using single-column EAMv1 with different timestep sizes for
microphysics. From Zheng et al. (2020), ©2020 American Me-
teorological Society.

This splitting produces large biases in the microphysical
process rates at EAM’s default 300 s microphysics step
size, particularly for shallow clouds, because precipita-
tion can fall a great distance in a single time step without
interacting with the model layers that it passes through.
One such bias is a drastic underestimation of the ratio of
accretion to autoconversion (Fig. 8), identified by Zheng
et al. (2020) in a study performed in collaboration with
some of our team members. This ratio is a key factor
controlling the strength of the second aerosol indirect
effect (Posselt and Lohmann, 2009; Wang et al., 2012;
Gettelman et al., 2013, 2014, 2015b), which means that
this bias arising from coupling error is likely a major
factor contributing to the excessively large aerosol indirect effect in EAM. Zheng et al. (2020) also found
that the long microphysics time steps increase rain evaporation, an effect that is due in part to inaccurate
coupling of rain evaporation with other microphysical processes (Santos et al., 2020), which suppresses
large-scale precipitation in global model runs (Santos et al., 2021).

Figure 9: Movement of hydrometeors in a
deep convective cloud.

Deep convective cloud microphysics is strongly affected by an-
other nonlocal process, the convective updraft. Smaller hydromete-
ors are lifted by updrafts; they interact with the in-cloud environment
and grow, only falling down when their sizes are large enough and
the sedimentation velocity exceeds the updraft velocity (Fig. 9). This
allows larger hydrometeors to remain within the cloud and grow by
coalescence for a much longer time period than in the cases with-
out updraft, making coalescence the dominant growth mechanism for
precipitation particles in the presence of strong updrafts (Houghton,
1968). Unfortunately, due to the numerical challenge of simultane-
ously representing lighter hydrometeors moving upwards and heav-
ier hydrometeors moving downwards, the SZ parameterization uses a
crude assumption for precipitation sedimentation within the updraft.
In particular, all of the precipitating particles above the layer of inter-
est will fall through the layer within one model time step.

The work proposed here will first address the local–nonlocal process coupling in stratiform clouds and
then move on to addressing the additional challenge of strong updrafts in parameterized convection.

Coupling of sedimentation with local microphysical processes
Achieving a highly accurate solution for precipitating clouds using the current EAM implementation

requires the local microphysical processes and sedimentation to be coupled at a step size below 10 seconds

15

Task 4: New visual analytics tools

Task 5: Integration to E3SM

Task 1.2: Atmosphere-surface coupling

Task 2.2: Discretization for boundary layer turbulenceTask 3: Coupling issues in PDE-ML hybrid systems

Task 1.1: Process coupling in the atmosphere Task 2.1: Discretization for Cloud Microphysics 
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Project objectives

At EAM’s workhorse resolutions
• Reduce time integration errors to a level below the spatial resolution errors and model formulation errors

Anticipating a wide ∆x range in EAM’s development and application
• Improve ∆t-∆z convergence for EAM’s cloud microphysics and turbulence parameterizations

Deliver a version of EAM that allows the developers and users to choose ∆t and ∆z 
consistent with ∆x and the underlying physics
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Task Overview and Plans



H. Wan et al.: Online conditional and budget diagnostics 3207

Figure 1. A schematic showing the four compartments (gray boxes) of the EAMv1 code: the dynamical core, the coupler, and two groups of
parameterizations calculated before or after the communication with the coupler. The derived data types used for passing information among
these compartments and within the two groups of parameterizations are shown in italics. The two small circles shown next to the dynamical
core and the two circles placed inside the coupler box represent transfer of information to or from data structures internal to the dynamical
core or the coupler. The white boxes with solid outlines shown in the “before-coupling” and “after-coupling” parameterization groups are
examples (not complete lists) of parameterizations and numerical treatments included in typical EAM simulations.

code versions in between. We expect it to be straightforward
to port the tool to EAMv1’s recent predecessors, e.g., the
Community Atmosphere Model versions 5 and 4 (CAM5 and
CAM4, Neale et al., 2012, 2010), as well as their other de-
scendants (e.g., CAM6, Craig et al., 2021), as these models
use the same Fortran derived data types for organizing infor-
mation passed through the physics parameterizations suite.
Examples of such Fortran data types include the “physics
state”, “physics buffer”, and atmosphere “import” and “ex-
port” variables (see Sect. 2.1). It is also possible to revise our
tool for implementation in other models, as the underlying
design concepts are generalizable (see Sect. 4.4).

The remainder of the paper is organized as follows: Sect. 2
introduces EAMv1’s code and data structures as well as the
features of the model’s time integration and output capabil-
ity that our tool makes use of. Section 3 introduces the key
concepts and basic design of our tool. Section 4 describes the
implementation of our tool in EAMv1, and Sect. 5 provides
a brief user guide. Section 6 presents three concrete exam-
ples to further demonstrate the usage of the tool: a global
budget analysis of dust aerosol mass concentration, a com-
posite analysis of sea salt emissions and their dependency

on surface wind speed, and a conditionally sampled relative
humidity budget. Section 7 summarizes the paper and points
out possible future improvements and extensions of the tool.

2 Host model features

Here, “host model” refers to the AGCM in which our new
tool is embedded, in this case EAMv1. We provide some
background information about EAMv1’s code structure and
data structure in Sect. 2.1 to help explain the implementation
and portability of our tool in later sections. We summarize
EAMv1’s choice of method for coupling atmospheric pro-
cesses in Sect. 2.2 and briefly describe how model variables
are archived on output files in Sect. 2.3. These features of the
host mode are used by our tool.

2.1 Data and code structures

EAMv1 is an AGCM consisting of a dynamical core de-
scribing the mesh-resolved fluid dynamics and a suite of pa-
rameterizations describing various subgrid-scale processes.
EAMv1 is also the atmosphere component of the coupled

https://doi.org/10.5194/gmd-15-3205-2022 Geosci. Model Dev., 15, 3205–3231, 2022
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Figure 1. A schematic showing the four compartments (gray boxes) of the EAMv1 code: the dynamical core, the coupler, and two groups of
parameterizations calculated before or after the communication with the coupler. The derived data types used for passing information among
these compartments and within the two groups of parameterizations are shown in italics. The two small circles shown next to the dynamical
core and the two circles placed inside the coupler box represent transfer of information to or from data structures internal to the dynamical
core or the coupler. The white boxes with solid outlines shown in the “before-coupling” and “after-coupling” parameterization groups are
examples (not complete lists) of parameterizations and numerical treatments included in typical EAM simulations.

code versions in between. We expect it to be straightforward
to port the tool to EAMv1’s recent predecessors, e.g., the
Community Atmosphere Model versions 5 and 4 (CAM5 and
CAM4, Neale et al., 2012, 2010), as well as their other de-
scendants (e.g., CAM6, Craig et al., 2021), as these models
use the same Fortran derived data types for organizing infor-
mation passed through the physics parameterizations suite.
Examples of such Fortran data types include the “physics
state”, “physics buffer”, and atmosphere “import” and “ex-
port” variables (see Sect. 2.1). It is also possible to revise our
tool for implementation in other models, as the underlying
design concepts are generalizable (see Sect. 4.4).

The remainder of the paper is organized as follows: Sect. 2
introduces EAMv1’s code and data structures as well as the
features of the model’s time integration and output capabil-
ity that our tool makes use of. Section 3 introduces the key
concepts and basic design of our tool. Section 4 describes the
implementation of our tool in EAMv1, and Sect. 5 provides
a brief user guide. Section 6 presents three concrete exam-
ples to further demonstrate the usage of the tool: a global
budget analysis of dust aerosol mass concentration, a com-
posite analysis of sea salt emissions and their dependency

on surface wind speed, and a conditionally sampled relative
humidity budget. Section 7 summarizes the paper and points
out possible future improvements and extensions of the tool.

2 Host model features

Here, “host model” refers to the AGCM in which our new
tool is embedded, in this case EAMv1. We provide some
background information about EAMv1’s code structure and
data structure in Sect. 2.1 to help explain the implementation
and portability of our tool in later sections. We summarize
EAMv1’s choice of method for coupling atmospheric pro-
cesses in Sect. 2.2 and briefly describe how model variables
are archived on output files in Sect. 2.3. These features of the
host mode are used by our tool.

2.1 Data and code structures

EAMv1 is an AGCM consisting of a dynamical core de-
scribing the mesh-resolved fluid dynamics and a suite of pa-
rameterizations describing various subgrid-scale processes.
EAMv1 is also the atmosphere component of the coupled

https://doi.org/10.5194/gmd-15-3205-2022 Geosci. Model Dev., 15, 3205–3231, 2022
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Task 1.1: Process coupling in the atmosphere

Scope: Reorganize process groups and their coupling 
at the atmosphere driver level 

Co-leads: Hui Wan (PNNL), Chris Vogl (LLNL)

• Details of revision will be guided by
§ The physics: main sources and sinks; their 

characteristic time scales
§ Model sensitivity to revision; impact
§ Theoretical error analysis (using new framework 

that supports process-level analysis)
§ FASTMath expertise on time integration
§ Estimated computational cost

• Code changes will be done in EAMv2 (and v3 when released); will be intrusive

tphysac
tphysbc
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Task 1.2: Atmosphere-surface coupling

Scope: 
• Investigate and address numerical instabilities in near-surface 

atmosphere quantities
• Assess and address the surface layer “gray zone” problem

Surface layer “gray zone” problem

Image credit: Bannister et al. (2022)

Co-leads: Xubin Zeng (U. Arizona), Carol Woodward (LLNL)

Strong, nonphysical near-surface 
wind oscillations in EAM

Addressing the nonphysical oscillations
• Identify the root cause
• Revise coupling between the surface and the 

turbulence parameterization

Investigating the surface layer “gray zone” problem
• Clarify and revisit model assumptions, identify inconsistencies
• Assess impact
• Propose possible solutions

Figure by Sean Santos
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Task 2.1: Discretization for cloud microphysics

Scope: Develop new spatiotemporal discretization methods for 
coupling local and nonlocal cloud microphysics processes

that omits all details of the formation of hydrometeors. EAMv3 plans to adopt an updated version of the
stratiform cloud microphysics called P3 (Morrison and Milbrandt, 2015; Morrison et al., 2015) and also ex-
tend it to deep convective clouds based on our team members’ work (Song and Zhang, 2011 and Song et al.,
2012; hereafter referred to as the SZ scheme). This will be a critical step toward a complete and consistent
representation of aerosol–cloud interactions across all cloud regimes.

The MG2-P3-SZ family of cloud microphysics parameterizations, like many others, represents two types
of processes: those occurring within each grid cell, which we will call local processes (e.g., autoconversion,
accretion, freezing, sublimation), and hydrometeor sedimentation, a nonlocal process by which particles
fall vertically through a column. For stratiform clouds, MG2 and P3 use sequential splitting between the
two types of processes, with all local processes calculated and applied immediately before sedimentation.

Figure 8: The ratio between vertically integrated accretion and
autoconversion rates for a drizzling stratocumulus case study
using single-column EAMv1 with different timestep sizes for
microphysics. From Zheng et al. (2020), ©2020 American Me-
teorological Society.

This splitting produces large biases in the microphysical
process rates at EAM’s default 300 s microphysics step
size, particularly for shallow clouds, because precipita-
tion can fall a great distance in a single time step without
interacting with the model layers that it passes through.
One such bias is a drastic underestimation of the ratio of
accretion to autoconversion (Fig. 8), identified by Zheng
et al. (2020) in a study performed in collaboration with
some of our team members. This ratio is a key factor
controlling the strength of the second aerosol indirect
effect (Posselt and Lohmann, 2009; Wang et al., 2012;
Gettelman et al., 2013, 2014, 2015b), which means that
this bias arising from coupling error is likely a major
factor contributing to the excessively large aerosol indirect effect in EAM. Zheng et al. (2020) also found
that the long microphysics time steps increase rain evaporation, an effect that is due in part to inaccurate
coupling of rain evaporation with other microphysical processes (Santos et al., 2020), which suppresses
large-scale precipitation in global model runs (Santos et al., 2021).

Figure 9: Movement of hydrometeors in a
deep convective cloud.

Deep convective cloud microphysics is strongly affected by an-
other nonlocal process, the convective updraft. Smaller hydromete-
ors are lifted by updrafts; they interact with the in-cloud environment
and grow, only falling down when their sizes are large enough and
the sedimentation velocity exceeds the updraft velocity (Fig. 9). This
allows larger hydrometeors to remain within the cloud and grow by
coalescence for a much longer time period than in the cases with-
out updraft, making coalescence the dominant growth mechanism for
precipitation particles in the presence of strong updrafts (Houghton,
1968). Unfortunately, due to the numerical challenge of simultane-
ously representing lighter hydrometeors moving upwards and heav-
ier hydrometeors moving downwards, the SZ parameterization uses a
crude assumption for precipitation sedimentation within the updraft.
In particular, all of the precipitating particles above the layer of inter-
est will fall through the layer within one model time step.

The work proposed here will first address the local–nonlocal process coupling in stratiform clouds and
then move on to addressing the additional challenge of strong updrafts in parameterized convection.

Coupling of sedimentation with local microphysical processes
Achieving a highly accurate solution for precipitating clouds using the current EAM implementation

requires the local microphysical processes and sedimentation to be coupled at a step size below 10 seconds

15

Local processes

Nonlocal processes

Co-leads: Sean Santos (PNNL), Carol Woodward (LLNL)

Planned work
• Write a new cloud microphysics driver for the P3 microphysics
• Implement tighter coupling between local and nonlocal processes
• Explore a range of spatio-temporal discretization method (e.g., multi-rate 

time integrators, semi-Lagrangian methods)

Motivation
• “Conservation checks” in cloud microphysics code are in fact fixers for negative 

tracer concentrations
• Rain/snow formation and hydrometeor sedimentation are sequentially split, 

preventing rain/snow to interact with cloud layers they fall through
• Deep convection has additional challenges associated with strong updraft

• Code is written in C++
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Task 2.1: Discretization for boundary layer turbulence

Scope: Develop new strategy based on finite volume (FV) methods to 
address challenges associated with sharp vertical gradients in systems 
of coupled nonlinear equations

Why FV?
• Integral equations are a more fundament representation of the physics
• Equations and discretization methods will not break down at discontinuities
• Encouraging results from SciDAC4

Big jumps of total water and potential 
temperature at the top of stratocumulus clouds

Figure credit: Stevens et al. (2003)

Co-leads: Vince Larson (U. Wisconsin - Milwaukee), Ann Almgren (LBNL)

Plans
• Explore FV methods in CLUBB (exploratory due to complexity of the physics)
• Use single-column simulations for a large part of the development

forming at the top of stratocumulus cloud decks) or nonphysical (arising as artificial discontinuities gener-
ated by clipping in the parameterization). Our prior work found nonphysical features developing in cloud
fraction, turbulence and other quantities in high-resolution, single-column simulations with CLUBB. These
pathologies were attributed to sharp gradients and discontinuities introduced by piecewise-defined forcing
terms, boundary conditions, and initial conditions in CLUBB that violated smoothness requirements of the
underlying centered FD discretization (Zhang et al., 2022). Our work also found that nonphysical features
at higher resolutions were introduced by ad-hoc clipping terms that keep the solution within meaningful
bounds and artificial diffusion terms that aim at smoothing the solution. Although we were able to address
these deficiencies and restore convergence in some test cases, the remedies were not effective in other test
cases and do not address discontinuities and sharp gradients originating from other components outside of
CLUBB due to the inherent limitations of the centered FD approach.

Proposed approach
We propose to develop Godunov-type finite volume (FV) methods for the CLUBB equation set to prop-

erly capture physical discontinuities and sharp gradients while avoiding the creation or amplification of
artificial discontinuities and sharp gradients. A rich body of literature has demonstrated that higher-order
FV methods are effective in simulating sharp features like shock waves (see, e.g., LeVeque, 2002, and refer-
ences therein). The Godunov-type FV approach has a proven track record for hyperbolic conservation laws
in computational fluid simulation (see Ullrich et al., 2010 as just one example for atmospheric flow). Our
team also has extensive experience in solving conservation laws using such an approach (see, e.g., Almgren
et al., 2010, 2013).

Figure 10: Preliminary investigation of a Godunov-type method for the hyperbolic terms (i.e., the
turbulent advection terms) in the equations of w02 and w03 leads to a desirable reduction of clipping
limiter activation for w02. The plotted quantities are explained in the panels. All values shown are
three-month-mean zonal averages.

Our preliminary math-
ematical analysis of the
CLUBB equation set shows
that the equations form a
nonlinear hyperbolic sys-
tem with six distinct wave
speeds that are a function
of only w02 and w03, which
are strongly and nonlin-
early coupled so that their
solution can develop dis-
continuities. The system
also has a distinctive block structure in which w02 and w03 can be solved independently of the other vari-
ables. The remaining variables form a linearly coupled hyperbolic system with source terms. Once w02 and
w03 are determined, it should be straightforward to advance the remaining solution variables.

This finding motivates a first stage of new development where we will reformulate the w02 and w03 equa-
tions in conservation form, perform further mathematical analysis on the structure of the nonlinear waves
associated with this (w02,w03) system, and select appropriate FV methods for the discretization. Our prior
work showed that a Godunov-type method applied only to the hyperbolic terms (i.e., turbulent advection
terms) in the equations of w02 and w03 led to substantial reduction in clipping limiter activation (see Fig. 10)
even though all the other terms in the two equations and in all other equations in CLUBB still used the
original centered FD discretization. We hypothesize that applying the FV approach to a conservative form
of the w02 and w03 equations will further reduce the need for ad-hoc clipping.

In the second stage of the new development, we will repose in conservative form the remaining prognos-
tic equations for higher-order moments and grid cell mean values and explore Godunov-type FV methods
to solve the resulting equations. At the top of the stratocumulus decks, sharp gradients occur in a number
of mean quantities (cf. Fig. 4) and higher-order moments (see., e.g., Stevens et al., 2005). We hypothesize

19

Original model

Zonally averaged clipping magnitude of dw’2/dt in EAMv1

With Godunov-type FV 
method

Figure from Shixuan Zhang and Chris Vogl

At a given resolution, an FV-based discretization might be more expensive 
than the current FD methods, but
• Has the chance of providing substantially improved solution quality
• gives a starting point for further optimization 
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Task 3: Coupling issues in PDE-ML hybrid systems

Scope: Identify root causes of commonly encountered instabilities problems 
in PDE-ML hybrid models of the atmosphere; explore possible solutions

Figure credit: Guang Zhang

Gravity wave propagation 
causing numerical instability in 

a PDE-ML hybrid model
Co-leads: Guang Zhang (UCSD), Panos Stinis (PNNL)

Plans

• Use a version of CAM5 with neural-network-based (NN-based) parameterizations
• Compare stable simulations from the PDE-based model with unstable simulations 

from the PDE-ML hybrid system for their characteristics of process interactions
• Explore revisions in process coupling and the construction of ML-based 

parameterizations

• The task makes use of tools and insights from the other tasks; 
• In return, it is expected to provide additional insights into the interacting 

physics to help work in the other tasks
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Task 4: New visual analytics tools

Scope: Develop new visual analytics tools to facilitate analysis of numerical 
simulations conducted with EAM and its parameterizations

Co-leads: Berk Geveci (Kitware), Hui Wan(PNNL)

Motivation
• Process-level evaluation of E3SM simulations can involve tedious scripting during postprocess
• Modern visual analytics frameworks are available across DOE LCFs but not used by atmosphere modelers in daily work
Plans
• Use the powerful modern tools as the back end; develop an easy-to-use interface tailored the needs of atmosphere modlers
• Develop visual analytics workflows for both global and single-column simulations

Image/video by Abhishek Yenpure and Berk GeveciNew ParaView Reader supports EAMv2’s new mesh and presents model output in intuitive views
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Task 5: Integration with E3SM

Scope
• Ensure code developed in the project is compatible with current and future versions of the E3SM code
• Incorporate code improvements into E3SM’s master branch in a timely manner

Co-leads: Wuyin Lin (BNL), Jianfeng Li (PNNL)

• Wuyin Lin as liaison with E3SM
• Team members participating in

• E3SM Phase 3 Atmosphere Group’s bi-weekly meetings
• SCREAM team’s weekly meetings

• Jianfeng Li and Wuyin Lin playing key roles in integrating our code changes to E3SM 

PAESCAL is all about interactions. 
Collaborations are welcome. Please don’t hesitate to contact us.


