
NN-assisted analysis of the finest scales of complexity in large domain CRMs?

Beyond supervised learning —> self- & semi-supervised ML
(Input —> output) (Input —> Input)

Vision:



Variational Autoencoders uncover “latent spaces” that are interesting to analyze

(Aside: VAE decoder also then a building-block for 
conditionally generative stochastic parameterization)



Example: VAE reconstructing intra-CRM details 
of convective organization in SP-GCMs

http://arxiv.org/abs/2007.01444
Mooers et al., Climate Informatics, 2020



A new interpretable “latent space” of convective organization?

http://arxiv.org/abs/2007.01444
Mooers et al., Climate Informatics, 2020



VAE anomaly detection: Two MCS co-existing in a single CRM array 
(I wouldn’t have hunted for this with percentiles but agree it’s rare)

Let the data define what is “extreme” & “rare” not humans!
(including human-like attention to spatial coherence details but for large, superhuman datasets)



Linked ML Infrastructure challenge.
Penetrating the single-GPU training frontier.

• Input vectors in this context should become big (e.g. 3D volumes of q,T,w etc)

• Requires hefty NN architectures (3D convolutions, multiple channels)

• Implies challenges with training speed due to sheer NN model size.

• How to equip grad students to day-dream beyond the limits of a single GPU?

• DOE’s copious GPUs make it well-positioned to push this frontier, in theory…


