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Objectives Results: Plant hydraulics model

» Simulations performed for US-UMB study site for 2010-2016.

» Early successional, maple, oak, and pine share a soil column.
» Boundary and source-sink conditions:

» A time-varying top pressure boundary condition.
» A time-invariant water table as a lower boundary condition.
» A time and space varying potential transpiration is prescribed.

» The model computes actual transpiration based on xylem pressure.

Soil moisture Saptlow Latent heat flux

» The need to mechanistically simulate transport of water through the
soil-plant-atmosphere continuum (SPAC); and vertical regimes of
light, water vapor, and momentum within the canopy air space (CAS)
have been recognized as key processes to accurately capture
vegetation response to future climate change.

» It is imperative that all new model developments include support for
heterogenous computing architectures, which will be the norm in
upcoming Exascale class of DOE supercomputers.
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support for flexible coupling strategy.
» 1ibMPP uses PETSc to provide numerical
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includes: - multiple trees to share a single CAS.
_________________________________________ ‘
1. Two-stream shortwave and w] | - Q} ~ % Model performance on Summit PETS
p “ L sowrand > C:
longwave radiation model. Jiﬁ a m el 6 . .
o B q 1 del R et [ ~N il px10°  PETScKSPSolve » Support GPUs using CUDA and ViennaCL.
- boulndaty lay€et IOCAeL. Hi{% g, & Bl \g\‘k . » Allows user code to be written independent of
1 R - R; Tleaf,3_. qleaf,3 R’; e 1|_-:_ level Ab; : : 1 o ) o o
3. PhOtOsyntheSIS mOde]. - . ﬁ ! ‘ e b sz /fl;} b _______:____4,/_ i 8 %gf}chuSPARSE Computlng archltecture.
(Ball-Berry and Medlyn). “31“'“’2'1“?: T%‘*fs w .qa,z-___;____i;l, | e » Provides runtime options to choose numerical
Az Hi 2 | (Rw;+ RSW)]R 2 MEL k} :_t __e‘_f____ ____I o
4. Roughness sublayer (RSL) {}é 7 {}\\4“ o methods.
| | Ri Dieats] | Qeatt R’1 | “ : : level 1 Al : : = ” .
curbulence model. e o @g R o G E e ol £ » Model was configured for a single CAS
[y S—— Tieagzart rH Qleatourt e e e ke bl vk :
7 ssurf [7 o
5. Leaf energy balance model. ////////////W/////////W s =y to be shared by 50 trees leading to
6. VeI'thal tranSpOrt Of SCalarS Source: Ryder el al. (2016) ’ e 'I?i.r?]e[sgf] 1 v 18/786 degree Of freedoms (DOFS)
such as water vapor and . . .
( ) in CAS P » Simulations are performed on ORNL's Summit supercomputer for
energy) in . . .
5Y 1-100 CAS systems with a maximum 1.8 x10° DoFs.
For additional information, contact: PNNL

Gautam Bisht _ U.S. DEPARTMENT OF
3 Energy Exascale N (509) 372-4776 e3sm.org
Earth System Model Earth Scientist gautam.bisht@pnnl.gov E N E RG '



