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Key Points:11

• Investigate coastal resolution refinement as a computationally e�cient way to im-12

prove boundary currents in global ocean model.13

• 8 km coastal-refined model is three times the cost of global low-resolution but one-14

tenth the cost of global high-resolution.15

• We see improvements in width of Gulf Stream, distribution of eddy kinetic energy,16

and the representation of California upwelling filaments.17

⇤
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Regional grid refinement: unexpected effects 
on Gulf Stream path and Atlantic overturning
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Table 1. Setup and performance

Low-resolution Coastal-refined High-resolution

Mesh name EC60to30 CUSP8 RRS18to6
Horizontal Grid Cells (ocean) 235k 645k 3.69 mil
Cell Size: min–max 30–60 km 8–60 km 6–18 km
Vertical Layers 60 60 80
Time step 30 min 10 min 6 min
Simulated years per day 13.18 4.55 0.77
Total cores (ocean + sea ice + coupler) 960 2160 3600
Million CPU hours per century 0.17 a 1.1 b 11.2 b

Cost vs. low-resolution ⇥1.0 ⇥6.5 ⇥65.9

acompy mcnodeface
bblues

Figure 1. Methods/setup figures
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Overview

• Testing new coastal-refined variable resolution mesh
• One goal: Hoping to improve Gulf Stream path and strength 
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Overview

• Testing new coastal-refined variable resolution mesh
• One goal: Hoping to improve Gulf Stream path and strength 

• Showed some improvements (e.g. EKE) 
but did not fix Gulf Stream bias

• This motivated development of a new 
coastal-refined mesh which shows 
promising preliminary results



>> Here I’m using realistic atmospheric forcing (CORE v2)


Looking for good agreement with observations and with high-res 
results from Petersen et al. (2019)

Note: A key difference from Kristen’s work



1. Why do we want higher resolution models?


2. What’s stopping us from running higher resolution models? And 

what are some solutions?


3. Ways to design an unstructured mesh

Intro/Motivation



Gulf Stream surface relative vorticity - 1.5 km ROMS simulation.


source: Jonathan Gula, Université de Bretagne Occidentale

http://stockage.univ-brest.fr/~gula/movies.html 

1. Why do we want higher resolution models?

http://stockage.univ-brest.fr/~gula/movies.html


Primitive Equations (incompressible hydrostatic Boussinesq)

MPAS-Ocean Model User’s Guide 2.0 (2013)

Chessboard graphic:

http://mathworld.wolfram.com/Chessboard.html 

2.   What’s stopping us from running higher resolution models?

http://mathworld.wolfram.com/Chessboard.html


60 km

Low-resolution ocean 4x higher resolution

~8 km

16x more cells , 4x smaller timestep  ->   64x higher computational cost

>> A low-resolution simulation that runs in a day now takes 2 months to run

2.   What’s stopping us from running higher resolution models?
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2.   What’s stopping us from running higher resolution models?



Regional resolution 
refinement

2.   What’s stopping us from running higher resolution models?
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2.   What’s stopping us from running higher resolution models?
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Figure 2. Grid cell size of the unstructured mesh as a function of latitude
for the two standard resolutions. MPAS = Model for Prediction Across
Scales.

[Fretwell et al., 2013] south of 60◦S.) are culled. Sea ice and ocean com-
ponents are run on identical meshes so that no horizontal interpolation
is required to compute fluxes between these components. In the ocean,
the bottom depth of each grid cell is generated from a combination of
ETOPO1 (Amante & Eakins, 2009) north of 60◦S blended with Bedmap2
(Fretwell et al., 2013) south of 60◦S. Each column uses a partial bot-
tom cell and a minimum thickness of three cells in shallow regions.
Single-cell-wide channels are removed from the mesh in polar regions,
as the sea ice model is discretized on an Arakawa B-grid (Arakawa &
Lamb, 1977) and requires two grid cells for sea ice advection. In the
low-resolution mesh, the depths of grid cells at the sills of the Strait of
Gibralter, English Channel, and outlets of the Red Sea, Baltic Sea, and
Persian Gulf are set to the maximum sill depth for that passage to provide
adequate cross-sectional area for transport.

2.5. Performance
E3SM is designed for high-performance computing architectures. Each
component may be scaled up to tens of thousands of processing cores
using a combination of message passing (MPI) and threading (OpenMP).
E3SM compiles into a single executable, but each model component may

be run either in its own separate partition of MPI ranks, or stacked within the same partition. The proces-
sor layout is adjusted and load-balanced in order to maximize overall throughput of the coupled system,
measured in simulated years per wall-clock day (SYPD). The simulations presented here were performed
on a project-owned partition of the Blues cluster at Argonne National Laboratory's Laboratory Computing
Resource Center. Each node in this partition consists of two 18-core Intel Xeon “Broadwell” (E5-2697V4,
2.3 GHz) processors and 64-GB dynamic random-access memory, connected through an Fourteen Data
Rate InfiniBand network. The low-resolution configuration used 1,200 cores for the ocean in one parti-
tion, and 320 cores in a second partition that shared sea ice, coupler and data components. Similarly, the
high-resolution simulation was partitioned between 3,600, 3,200, and 3,600 cores for ocean, sea ice, and cou-
pler. The throughput is 10.9 and 0.72 SYPD for low and high resolution, which translates to 0.34 and 11.17
million CPU hours per century. The coupling interval is 0.5 hr for each resolution. While the performance
is respectable, substantial ongoing work is directed at improving performance of the MPAS components,
including message-passing optimization, thread optimization, vectorization, and Graphics Processing Unit
acceleration.

2.6. Analysis
Because computational performance is likely to continue to increase faster than I/O and file system per-
formance, we have chosen to perform much of our analysis in situ via an analysis member approach. In
traditional analysis, data are written to disk and then in a postprocessing step is read back into memory
for analysis computations. MPAS-Ocean's in situ analysis members, in contrast, do not require a postpro-
cessing step but are instead computed while MPAS-Ocean is running to produce computationally and data
intensive model diagnostics. The analysis member approach has already allowed computation of challeng-
ing diagnostics that would be computationally intractable if dependent upon postprocessing analysis of data
output, for example, the Okubo-Weiss eddy diagnostics (Woodring et al., 2016), the Eliassen-Palm flux ten-
sor (Ringler et al., 2017; Saenz et al., 2015), and Lagrangian particle tracking used for the computation of
diffusivity (Wolfram & Ringler, 2017a, 2017b; Wolfram et al., 2015). This online analysis member approach
is also being used within E3SM to compute priority diagnostics to assess simulation quality for fields such
as the AMOC and MHT.

We have also built a Python-based tool, MPAS-Analysis (https://github.com/MPAS-Dev/MPAS-Analysis),
for performing postprocessed analysis and plotting. With the help of NetCDF Operators (https://github.com/
nco/nco), MPAS-Analysis can compute climatologies, extract time series, and perform interpolation to com-
mon reference grids (via remapping operations). The tool supports comparisons between simulation results
and a wide variety of observational data sets on either latitude/longitude or polar stereographic grids (the
latter being common for many data sets covering polar regions). Alternatively, simulations can be compared
against one another to explore the effects of changing parameters, resolution, model physics, meshes, and

PETERSEN ET AL. 1443

However, the question of what is the best strategy for selecting horizontal model resolution remains open.
The flexibility of unstructured meshes gives a wide range of possible options for mesh design including, for
example, the classical quasi-Mercator approach with grid refinement toward the poles, construction of com-
plicated functions according to ocean bathymetry or SSH variability (Sein et al., 2016) or adjusting resolution
following the local Rossby radius (for an illustration refer to Figure 1 from Hallberg, 2013). Moreover, there is
the option to combine several approaches. There are two potential issues when it comes to designing
unstructured meshes. First, as shown by Danilov and Wang (2015), the proximity of coarse and fine areas on
a single mesh may have consequences for the high-resolution part. This is because eddies can be damped
in high-resolution regions if their dynamics depends on upstream perturbations coming from nearby
regions that employ coarse resolution. Second, dissipative parameters such as viscosity and lateral

Figure 1. (left in km) Spatial distribution of horizontal resolution of the ocean model grids used in this study (right) along
with model sea surface temperature (SST in 8C) biases relative to GDEM3 climatology (Carnes, 2009).
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Scaled by observed SSH variability

Sein et al. (2016)

Scaled by Rossby Radius

Sein et al. (2017)

MPAS-Ocean standard meshes

60 km global, 15 km Southern Ocean

Rosa et al. (2018) AGU Poster

3.  Ways to design an unstructured mesh
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3.  Ways to design an unstructured mesh

x1 x7 x66Cost:



Results part 1: California Upwelling

Messié and Chavez (2014)
<1% of ocean area supports:

✴ 5% of marine primary production (Carr, 2002) and 

✴ 20% of fisheries catch (Chavez and Messié, 2009)

Motivation:



(a) (b) (c)

(d) (e) (f)

(g) (h) (i)
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Results part 1: California Upwelling



(a) (b) (c)

(d) (e) (f)

(g) (h) (i)
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Results part 1: California Upwelling



SST

SSH

High-resolution

Coastal-refined

Low-resolution

Observations

SST

SSH

High-resolution

Coastal-refined

Low-resolution

ObservationsWavenumber power spectral analysis: 
Quantifying what we saw by eye

Results part 1: California Upwelling



Results part 2: Western boundary current

Motivations:

Journal of Advances in Modeling Earth Systems 10.1029/2018MS001373

Figure 3. Sea surface temperature (◦C, left column) and sea surface salinity (psu, right column) compared to observations. SSS = sea surface salinity; SST = sea
surface temperature.

much more. MPAS-Analysis breaks each analysis task into a large number of modular subtasks, allowing
each task or subtask to run in parallel, making the production of hundreds of plots relatively efficient. Since
MPAS-Analysis can parse the E3SM namelist options and input/output streams of any MPAS model com-
ponent, tasks are automatically included or excluded, depending on which analysis members and model
physics were included in the simulation. The final product of an MPAS-Analysis run is both a user-friendly
website with image galleries of all plots and a set of NetCDF files that contain the postprocessed data used
to create each plot.

Figure 4. Sea surface temperature (SST, ◦C), globally averaged. Vertical lines correspond to Coordinated Ocean-ice
Reference Experiments II cycle boundaries.

PETERSEN ET AL. 1444

SST bias: Low-res model - Observations

Petersen et al. (2019)

EC60to30 RRS18to6 Observations

17.6 Sv 30.1 Sv 31.5 Sv

✴ Path: Low-resolution MPAS-O (and many 
other climate models) has unrealistic Gulf 
Stream (GS) path.   
 
>> Large SST bias in western North 
Atlantic 

Florida-Bahamas Transport
Petersen et al. (2019)

✴ Transport: Low-res GS transport is much 
weaker than high-res and observations.



Low-resolution Coastal-refined High-resolution
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Results part 2: Western boundary current
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Going to build this figure up piece by piece
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(Eric S. Taylor, WHOI Graphics Services. Base map from NOAA)

(Jack Cook, WHOI Graphics Services)

Stommel and Arons (1959a)

1. Deep Western Boundary Current



THE WESTWARD INTENSIFICATION OF WIND-DRIVEN OCEAN CURRENTS 

Henry Stommel 

(Contribution No. 408, Woods Hole Oceanographic Instiution) 

Abstract—A study is made of the wind-driven circulation in a homogeneous r e c -
tangular ocean under the influence of surface wind s t r e s s , l inear ised bottom friction, 
horizontal p r e s su re gradients caused by a var iable surface height, and Corlol ie force . 

An Intense crowding of s t reaml ines toward the western border of the ocean is d i s -
covered to bo caused by variation of the Cortol is pa rameter with latitude. It i s suggested 
that this process is tho main reason for the formation of the Intense cu r ren t s (Gulf s t ream 
and others) observed in the actual oceans. 

Introduction—Perhaps the most striking feature of the general oceanic wind-driven c i rcu la -
tion Is the Intense crowding of s t reaml ines near the western bo rde r s of the o c e a n B . The Gulf 
Stream, the Kuroshio, and the Agulhas Curren t a r e examples of this phenomenon. The physical 
reason for the westward crowding of s t reaml ines has always been obscure . The purpose of this 
paper is to study the dynamics of wind-driven oceanic circulation using analytically s imple systems 
In an attempt to discover a physical paramete r capable of producing tho crowding of s t r eaml ines . 

The phenomenon occurs along coastl ines of such varied topography that it Is c lear that local 
topographic features do not significantly control the general s t reaml ine pat tern. For the sake of 
simplicity the present study deals with flat rectangular oceans. 

The formulation of the problem—A rectangular ocean Is envisaged with the origin of a c a r -
tesian coordinate sys tem at the southwest corner (see Fig. 1). The y axis points northward; tho 

x axis eastward The shores of the ocean a r e at 
x = 0, X and y = 0,b. The ocean is considered 
a s a homogeneous layer of constant depth D when 
at r e s t . When cu r r en t s occur, as in the real 
oceans , the depth differs from D everywhere by 
a smal l variable amount h. Tho quantity h is 
much smal ler than D. The total depth of the water 
column Is therefore D + h, D being everywhere 
constant, and h a var iable yet to be determined, 

The winds over the ocean a r e the T rades over 
the equatoria l half of the rec tangular basin, and 
Preva i l ing Wes te r l i es over the poleward half. An 
express ion for the wind s t r e s s acting upon a 
column of unit c ros s - sec t ion and depth D + h must 
include this dependence upon y. A s imple func-

1—Ocean basin dimensions and the t ional form of the wind s t r e s s i s taken as 
coordinate system - F cos (iry/b). 

In order to keep the ocean from accelerat ing, a frictlonal dissipatlve t e rm is r equ i red . To 
keep the equations of motion as simple as possible the component frictlonal forces a r e taken a s 
-Ru and -Rv , where R is the coefficient of friction, and u and v a r e the x and y components of the 
velocity vector, respect ively. The Coriol is pa rame te r f is also introduced. In genera l It is a 
function of y. 

The steady state equations of motion, with the iner t la l t e r m s omitted because they a r e smal l , 
a rc written in the form 

0 = f(D + h)v - F cos (iry/b) - Ru - g(D + h ) a h / 3 x (1) 

Stewart (2008) Fig 11.5 recreation of Stommel (1948) Fig. 4+5

https://www.colorado.edu/oclab/sites/default/files/attached-files/stewart_textbook.pdf  
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In the next chapter, we will see that Stommel’s results can also be explained
in terms of vorticity—wind produces clockwise torque (vorticity), which must
be balanced by a counterclockwise torque produced at the western boundary.

-80
-60
-40
-20 -10

-20
-30

-40

1000 km1000 km

Wind

Stress

y

x

Figure 11.5 Stream function for flow in a basin as calculated by Stommel (1948). Left: Flow
for non-rotating basin or flow for a basin with constant rotation. Right: Flow when rotation
varies linearly with y.

11.3 Munk’s Solution
Sverdrup’s and Stommel’s work suggested the dominant processes producing

a basin-wide, wind-driven circulation. Munk (1950) built upon this foundation,
adding information from Rossby (1936) on lateral eddy viscosity, to obtain a
solution for the circulation within an ocean basin. Munk used Sverdrup’s idea
of a vertically integrated mass transport flowing over a motionless deeper layer.
This simplified the mathematical problem, and it is more realistic. The ocean
currents are concentrated in the upper kilometer of the ocean, they are not
barotropic and independent of depth. To include friction, Munk used lateral
eddy friction with constant AH = Ax = Ay. Equations (11.1) become:

1

ρ

∂p

∂x
= f v +

∂

∂z

(

Az
∂u

∂z

)

+ AH
∂2u

∂x2
+ AH

∂2u

∂y2
(11.17a)

1

ρ

∂p

∂y
= −f u +

∂

∂z

(

Az
∂v

∂z

)

+ AH
∂2v

∂x2
+ AH

∂2v

∂y2
(11.17b)

Munk integrated the equations from a depth −D to the surface at z = z0

which is similar to Sverdrup’s integration except that the surface is not at z = 0.
Munk assumed that currents at the depth −D vanish, that (11.3) apply at
the horizontal boundaries at the top and bottom of the layer, and that AH is
constant.

To simplify the equations, Munk used the mass-transport stream function
(11.15), and he proceeded along the lines of Sverdrup. He eliminated the pres-
sure term by taking the y derivative of (11.17a) and the x derivative of (11.17b)
to obtain the equation for mass transport:

AH∇4Ψ
︸ ︷︷ ︸

Friction

− β
∂Ψ

∂x
= − curlzT

︸ ︷︷ ︸

Sverdrup Balance

(11.18)

β plane
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In the next chapter, we will see that Stommel’s results can also be explained
in terms of vorticity—wind produces clockwise torque (vorticity), which must
be balanced by a counterclockwise torque produced at the western boundary.
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a basin-wide, wind-driven circulation. Munk (1950) built upon this foundation,
adding information from Rossby (1936) on lateral eddy viscosity, to obtain a
solution for the circulation within an ocean basin. Munk used Sverdrup’s idea
of a vertically integrated mass transport flowing over a motionless deeper layer.
This simplified the mathematical problem, and it is more realistic. The ocean
currents are concentrated in the upper kilometer of the ocean, they are not
barotropic and independent of depth. To include friction, Munk used lateral
eddy friction with constant AH = Ax = Ay. Equations (11.1) become:
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Munk integrated the equations from a depth −D to the surface at z = z0

which is similar to Sverdrup’s integration except that the surface is not at z = 0.
Munk assumed that currents at the depth −D vanish, that (11.3) apply at
the horizontal boundaries at the top and bottom of the layer, and that AH is
constant.

To simplify the equations, Munk used the mass-transport stream function
(11.15), and he proceeded along the lines of Sverdrup. He eliminated the pres-
sure term by taking the y derivative of (11.17a) and the x derivative of (11.17b)
to obtain the equation for mass transport:

AH∇4Ψ
︸ ︷︷ ︸

Friction

− β
∂Ψ

∂x
= − curlzT

︸ ︷︷ ︸

Sverdrup Balance

(11.18)

2. Wind-driven Gyre

https://www.colorado.edu/oclab/sites/default/files/attached-files/stewart_textbook.pdf


Deep Western Boundary Current Sub-tropical Gyre

Southward transport Southward transport

Bouyancy-driven Wind-driven

Narrow, fast current Broad; slow speeds

Coastal-refined resolution Coarse resolution

GyreDWBC



26.5°N

Hi
gh

-re
so

lu
tio

n
Gulf 

Stream

44 Sv

-80 -70 -60 -50 -40 -30 -20

Longitude (
o
 East)

0

2000

4000

6000

B
o

tt
o

m
 d

e
p

th
 (

m
)

GS

D
W

BC

Rest of transect

Integration regions

Lo
w

-re
so

lu
tio

n

28 Sv

Results part 2: Western boundary current



26.5°NLo
w

-re
so

lu
tio

n
Co

as
ta

l-r
efi

ne
d

Hi
gh

-re
so

lu
tio

n
Gulf 

Stream

28 Sv
29 Sv

44 Sv

-80 -70 -60 -50 -40 -30 -20

Longitude (
o
 East)

0

2000

4000

6000

B
o

tt
o

m
 d

e
p

th
 (

m
)

GS

D
W

BC

Rest of transect

Integration regions

Results part 2: Western boundary current



26.5°NLo
w

-re
so

lu
tio

n
Co

as
ta

l-r
efi

ne
d

Hi
gh

-re
so

lu
tio

n
Gulf 

Stream

Rest of 
transect

28 Sv
29 Sv

44 Sv

-28 Sv
-17 Sv

-20 Sv
-16 Sv

-80 -70 -60 -50 -40 -30 -20

Longitude (
o
 East)

0

2000

4000

6000

B
o

tt
o

m
 d

e
p

th
 (

m
)

GS

D
W

BC

Rest of transect

Integration regions

Results part 2: Western boundary current



26.5°NLo
w

-re
so

lu
tio

n
Co

as
ta

l-r
efi

ne
d

Hi
gh

-re
so

lu
tio

n
Gulf 

Stream

DWBC Rest of 
transect

28 Sv
29 Sv

44 Sv

-28 Sv
-17 Sv

-20 Sv
-16 Sv

-80 -70 -60 -50 -40 -30 -20

Longitude (
o
 East)

0

2000

4000

6000

B
o

tt
o

m
 d

e
p

th
 (

m
)

GS

D
W

BC

Rest of transect

Integration regions

Results part 2: Western boundary current



26.5°NLo
w

-re
so

lu
tio

n
Co

as
ta

l-r
efi

ne
d

Hi
gh

-re
so

lu
tio

n
Gulf 

Stream

DWBC Rest of 
transect

28 Sv
29 Sv

44 Sv

-11 Sv
-11 Sv

-28 Sv
-17 Sv

-20 Sv
-16 Sv

-80 -70 -60 -50 -40 -30 -20

Longitude (
o
 East)

0

2000

4000

6000

B
o

tt
o

m
 d

e
p

th
 (

m
)

GS

D
W

BC

Rest of transect

Integration regions

Results part 2: Western boundary current



Mixed Layer Depth Surface Salinity

Lo
w

-r
es

ol
ut

io
n

C
oa

st
al

-r
efi

ne
d

H
ig

h-
re

so
lu

tio
n
Labrador  
Sea

Greenland  
Sea



Mixed Layer Depth Surface Salinity

Lo
w

-r
es

ol
ut

io
n

C
oa

st
al

-r
efi

ne
d

H
ig

h-
re

so
lu

tio
n
Labrador  
Sea

Greenland  
Sea



  85°W   80°W   75°W   70°W   65°W   60°W 

  25°N 

  30°N 

  35°N 

  40°N 

  45°N 

  85°W   80°W   75°W   70°W   65°W   60°W 

  25°N 

  30°N 

  35°N 

  40°N 

  45°N 

  85°W   80°W   75°W   70°W   65°W   60°W 

  25°N 

  30°N 

  35°N 

  40°N 

  45°N 

-3

-2.5

-2

-1.5

-1

lo
g
1
0
 o

f 
S

S
H

 v
a
ri
a
n
c
e
 (

m
)

  85°W   80°W   75°W   70°W   65°W   60°W 

  25°N 

  30°N 

  35°N 

  40°N 

  45°N 

  85°W   80°W   75°W   70°W   65°W   60°W 

  25°N 

  30°N 

  35°N 

  40°N 

  45°N 

  85°W   80°W   75°W   70°W   65°W   60°W 

  25°N 

  30°N 

  35°N 

  40°N 

  45°N 

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

S
S

H
 s

n
a

p
s
h

o
t 

(m
)

  85°W   80°W   75°W   70°W   65°W   60°W 

  25°N 

  30°N 

  35°N 

  40°N 

  45°N 

  85°W   80°W   75°W   70°W   65°W   60°W 

  25°N 

  30°N 

  35°N 

  40°N 

  45°N 

  85°W   80°W   75°W   70°W   65°W   60°W 

  25°N 

  30°N 

  35°N 

  40°N 

  45°N 

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

S
S

H
 m

e
a

n
 (

m
)

Low-resolution Coastal-refined High-resolution
SS

H
  

(in
st

an
ta

ne
ou

s)
SS

H
  

(m
ea

n)
SS

H
 v

ar
ia

nc
e

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Results part 2: Western boundary current

Gulf Stream path influenced by resolution?

8 km 60 km



  85°W   80°W   75°W   70°W   65°W   60°W 

  25°N 

  30°N 

  35°N 

  40°N 

  45°N 

  85°W   80°W   75°W   70°W   65°W   60°W 

  25°N 

  30°N 

  35°N 

  40°N 

  45°N 

  85°W   80°W   75°W   70°W   65°W   60°W 

  25°N 

  30°N 

  35°N 

  40°N 

  45°N 

-3

-2.5

-2

-1.5

-1

lo
g

1
0

 o
f 

S
S

H
 v

a
ri
a

n
c
e

 (
m

)

  85°W   80°W   75°W   70°W   65°W   60°W 

  25°N 

  30°N 

  35°N 

  40°N 

  45°N 

  85°W   80°W   75°W   70°W   65°W   60°W 

  25°N 

  30°N 

  35°N 

  40°N 

  45°N 

  85°W   80°W   75°W   70°W   65°W   60°W 

  25°N 

  30°N 

  35°N 

  40°N 

  45°N 

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

S
S

H
 s

n
a

p
s
h

o
t 

(m
)

  85°W   80°W   75°W   70°W   65°W   60°W 

  25°N 

  30°N 

  35°N 

  40°N 

  45°N 

  85°W   80°W   75°W   70°W   65°W   60°W 

  25°N 

  30°N 

  35°N 

  40°N 

  45°N 

  85°W   80°W   75°W   70°W   65°W   60°W 

  25°N 

  30°N 

  35°N 

  40°N 

  45°N 

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

S
S

H
 m

e
a

n
 (

m
)

Low-resolution Coastal-refined High-resolution

SS
H

  
(in

st
an

ta
ne

ou
s)

SS
H

  
(m

ea
n)

SS
H

 v
ar

ia
nc

e

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Results part 2: Western boundary current

Gulf Stream path influenced by resolution?



MERCINA Working Group (2012)

Results part 2: Western boundary current

Tail of the Grand Banks:

key “pinch point”



GOOD

Labrador Current

GS Exte
ns

ion

GS / Labrador Current interactions: Salinity at 250 m



GOOD

Gulf Stream 
impinging

Fresh water 
trapped

BAD

Labrador Current

GS Exte
ns

ion

GS / Labrador Current interactions: Salinity at 250 m



Mixed Layer Depth Surface Salinity
Lo

w
-r

es
ol

ut
io

n
C

oa
st

al
-r

efi
ne

d
H

ig
h-

re
so

lu
tio

n

Labrador  
Sea

Greenland  
Sea

Gulf Stream path 
being steered by 
mesh transition

GS impinging on 
Labrador Current

Freshening of Lab Sea

Low deepwater 
formation

Weak DWBC

REVIEW

  85°W   80°W   75°W   70°W   65°W   60°W 

  25°N 

  30°N 

  35°N 

  40°N 

  45°N 

  85°W   80°W   75°W   70°W   65°W   60°W 

  25°N 

  30°N 

  35°N 

  40°N 

  45°N 

  85°W   80°W   75°W   70°W   65°W   60°W 

  25°N 

  30°N 

  35°N 

  40°N 

  45°N 

-3

-2.5

-2

-1.5

-1

lo
g
1
0
 o

f 
S

S
H

 v
a
ri
a
n
c
e
 (

m
)

  85°W   80°W   75°W   70°W   65°W   60°W 

  25°N 

  30°N 

  35°N 

  40°N 

  45°N 

  85°W   80°W   75°W   70°W   65°W   60°W 

  25°N 

  30°N 

  35°N 

  40°N 

  45°N 

  85°W   80°W   75°W   70°W   65°W   60°W 

  25°N 

  30°N 

  35°N 

  40°N 

  45°N 

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

S
S

H
 s

n
a

p
s
h

o
t 

(m
)

  85°W   80°W   75°W   70°W   65°W   60°W 

  25°N 

  30°N 

  35°N 

  40°N 

  45°N 

  85°W   80°W   75°W   70°W   65°W   60°W 

  25°N 

  30°N 

  35°N 

  40°N 

  45°N 

  85°W   80°W   75°W   70°W   65°W   60°W 

  25°N 

  30°N 

  35°N 

  40°N 

  45°N 

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

S
S

H
 m

e
a

n
 (

m
)

Low-resolution Coastal-refined High-resolution

SS
H

  
(in

st
an

ta
ne

ou
s)

SS
H

  
(m

ea
n)

SS
H

 v
ar

ia
nc

e

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)
Mixed Layer Depth Surface Salinity

Lo
w

-r
es

ol
ut

io
n

C
oa

st
al

-r
efi

ne
d

H
ig

h-
re

so
lu

tio
n

Labrador  
Sea

Greenland  
Sea

Weak Gulf Stream



manuscript submitted to Journal of Advances in Modeling Earth Systems (JAMES)

Table 1. Setup and performance

Low-resolution Coastal-refined High-resolution

Mesh name EC60to30 CUSP8 RRS18to6
Horizontal Grid Cells (ocean) 235k 645k 3.69 mil
Cell Size: min–max 30–60 km 8–60 km 6–18 km
Vertical Layers 60 60 80
Time step 30 min 10 min 6 min
Simulated years per day 13.18 4.55 0.77
Total cores (ocean + sea ice + coupler) 960 2160 3600
Million CPU hours per century 0.17 a 1.1 b 11.2 b

Cost vs. low-resolution ⇥1.0 ⇥6.5 ⇥65.9

acompy mcnodeface
bblues

Figure 1. Methods/setup figures
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Preliminary results: Improved path of 
Gulf Stream Extension
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Ongoing work

Why is the Gulf Stream path being 
affected by the mesh resolution transition?



8 km resolution.
Low viscosity
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High viscosity
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60 km resolution.
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A remark is due from the very beginning. Although the mesh
refinement is discussed, the dissipative operators are always varied
accordingly, and the refinement means not only smaller scales but
simultaneously smaller coefficients in explicit dissipative operators,
and similar reduction in effective implicit dissipation associated with
upwinding or flux limiting in transport equations. These two aspects
(refinement and reduced dissipation coefficients) are inseparable, for
dissipative operators are always designed to dispose of eddy variance
of scalars and the eddy enstrophy on the grid scale. According to
linear instability theory the wavelength of the most unstable wave
(we take the Eady instability problem as an example) scales as λ ≈
3.9πLR where LR = NH/π f is the first internal Rossby radius, N is
the buoyancy frequency, f is the Coriolis parameter and H is the fluid
thickness. On meshes called eddy-permitting (1/3-1/4° at midlati-
tudes), eddies with the size of λ/2 can already be well represented,
and yet it is well known that this resolution is by far insufficient. The
point is that the accompanying subgrid dissipation still turns out to
be too high so that only a part of the extracted available potential
energy (APE) is fluxed back to maintain kinetic energy at large scales,
while the other part is lost to subgrid dissipation on small scales (see
Jansen and Held (2014) for the spectral analysis of the APE release
rate and energy transfers on eddy-permitting and resolving meshes).
According to the results obtained in Jansen and Held (2014) in sim-
ulations with a biharmonic Leith subgrid operator, the APE release
rate saturates at resolutions between 2 and 3 grid intervals per LR,
which as we shall see, also agrees with this study. Note also that this
correlates with the analysis of Hallberg (2013) for a related topic.

Our main goal below is to explore the response of turbulent
flow to changes in mesh resolution, concentrating on the retarda-
tion and overshoots in eddy variability, and also on the ability to
maintain smooth solutions in domains where resolution varies. Since
mesh refinement also implies reduced dissipation and higher vari-
ability, a question on whether the dissipative operators can control
the smoothness of solutions in regions where the resolution is ad-
justed back from fine to coarse one is tightly linked to the main goal.

2. Configuration and model

Most of the experiments are carried out in a zonally-reentrant
channel L = 40° long (0°E–40°E) occupying the latitude belt between
30° N and 45° N. The geometry is spherical. There are 24 unevenly
distributed layers going down to 1600 m. Triangular surface meshes
of variable resolution are used. The basic coarse resolution is 1/3°,
and the basic fine resolution is 1/12°, giving the mesh refinement (or
stretching) factor, measured as the ratio of the largest to the smallest
mesh edges, r = 4. Meshes are refined via relatively narrow transi-
tional zones centered in most cases at φw = 7.5°E and φe = 32.5°E,
so that more than a half of the domain is well resolved, and the other
part is left coarse. The mesh resolution (edge length) h varies accord-
ing to the hyperbolic tangent,

h = h0(r + 0.5(r − 1)(− tanh ((φ − φw)/wt)

+ tanh ((φ − φe)/wt))) (1)

where h0 is the side of the smallest triangle, and wt (in degrees) de-
fines the width of the transitional zone. There are some variations of
this basic setup. The parameters of the meshes used in different runs
are presented in Table 1.

The density depends linearly on the temperature, ρ − ρr =
−ρrα(T − Tr), with ρr and Tr the constant reference values and α =
2.5 × 10−4 K−1 the thermal expansion coefficient. The initial temper-
ature distribution is linear in the meridional direction with the gradi-
ent T0y = −0.5 × 10−5 K/m and also in the vertical direction with the
gradient T0z = 8 ×10−3 K/m in the entire channel. There are buffer
zones 1.5° wide adjacent to the northern and southern walls where
the temperature is relaxed to the initial one over the entire depth.
The inverse relaxation time scale varies linearly from (3 day)−1 at the

Table 1

Geometrical parameters of meshes used, see Eq. (1). φe is always sym-

metric to φw with respect to the center of the mesh. The second and

third columns specify the coarse and fine resolution. All quantities are in

degrees.

Run rh0 h0 wt φw L

A 1/3 1/12 1 7.5 40

A′ 1/3 1/12 2.5 7.5 40

B 1/3 1/18 1.5 7.5 40

C 1/3 1/12 1.5 7.5 60

C′ 1/3 1/12 4.5 10 60

D 1/6 1/24 1.5 7.5 40

E 1/9 1/36 1.5 10 40

Fig. 1. Top: Setup schematics. Large arrows indicate the flow direction. The solid

meridional lines show the centers of transitional zones, the dashed lines mark the tran-

sitional zones, as described by Eq. (1). Middle and bottom: Snapshots of temperature

(°C) and relative vorticity (normalized by the local value of the Coriolis parameter) at

approximately 100 m depth in case A. While only the sharpness of temperature fila-

ments reveals the presence of mesh refinement in the middle panel, the relative vortic-

ity field shows the formation of eddies on the fine mesh and their decay on the coarse

mesh.

wall to zero outside the 1.5° zones. A small sinusoidal perturbation is
applied to the temperature to speed up the development of the baro-
clinic instability, which equilibrates in about half a year. We only deal
with short runs of several years (4 or 5) in duration and present the
results averaged over the entire period of integration excluding the
first year. While this is certainly insufficient to obtain stationary pat-
terns of eddy variances, it is sufficient to draw qualitative conclusions
for our questions. The configuration is schematically presented in the
top panel of Fig. 1.
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wall to zero outside the 1.5° zones. A small sinusoidal perturbation is
applied to the temperature to speed up the development of the baro-
clinic instability, which equilibrates in about half a year. We only deal
with short runs of several years (4 or 5) in duration and present the
results averaged over the entire period of integration excluding the
first year. While this is certainly insufficient to obtain stationary pat-
terns of eddy variances, it is sufficient to draw qualitative conclusions
for our questions. The configuration is schematically presented in the
top panel of Fig. 1.
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THE WESTWARD INTENSIFICATION OF WIND-DRIVEN OCEAN CURRENTS 

Henry Stommel 

(Contribution No. 408, Woods Hole Oceanographic Instiution) 

Abstract—A study is made of the wind-driven circulation in a homogeneous r e c -
tangular ocean under the influence of surface wind s t r e s s , l inear ised bottom friction, 
horizontal p r e s su re gradients caused by a var iable surface height, and Corlol ie force . 

An Intense crowding of s t reaml ines toward the western border of the ocean is d i s -
covered to bo caused by variation of the Cortol is pa rameter with latitude. It i s suggested 
that this process is tho main reason for the formation of the Intense cu r ren t s (Gulf s t ream 
and others) observed in the actual oceans. 

Introduction—Perhaps the most striking feature of the general oceanic wind-driven c i rcu la -
tion Is the Intense crowding of s t reaml ines near the western bo rde r s of the o c e a n B . The Gulf 
Stream, the Kuroshio, and the Agulhas Curren t a r e examples of this phenomenon. The physical 
reason for the westward crowding of s t reaml ines has always been obscure . The purpose of this 
paper is to study the dynamics of wind-driven oceanic circulation using analytically s imple systems 
In an attempt to discover a physical paramete r capable of producing tho crowding of s t r eaml ines . 

The phenomenon occurs along coastl ines of such varied topography that it Is c lear that local 
topographic features do not significantly control the general s t reaml ine pat tern. For the sake of 
simplicity the present study deals with flat rectangular oceans. 

The formulation of the problem—A rectangular ocean Is envisaged with the origin of a c a r -
tesian coordinate sys tem at the southwest corner (see Fig. 1). The y axis points northward; tho 

x axis eastward The shores of the ocean a r e at 
x = 0, X and y = 0,b. The ocean is considered 
a s a homogeneous layer of constant depth D when 
at r e s t . When cu r r en t s occur, as in the real 
oceans , the depth differs from D everywhere by 
a smal l variable amount h. Tho quantity h is 
much smal ler than D. The total depth of the water 
column Is therefore D + h, D being everywhere 
constant, and h a var iable yet to be determined, 

The winds over the ocean a r e the T rades over 
the equatoria l half of the rec tangular basin, and 
Preva i l ing Wes te r l i es over the poleward half. An 
express ion for the wind s t r e s s acting upon a 
column of unit c ros s - sec t ion and depth D + h must 
include this dependence upon y. A s imple func-

1—Ocean basin dimensions and the t ional form of the wind s t r e s s i s taken as 
coordinate system - F cos (iry/b). 

In order to keep the ocean from accelerat ing, a frictlonal dissipatlve t e rm is r equ i red . To 
keep the equations of motion as simple as possible the component frictlonal forces a r e taken a s 
-Ru and -Rv , where R is the coefficient of friction, and u and v a r e the x and y components of the 
velocity vector, respect ively. The Coriol is pa rame te r f is also introduced. In genera l It is a 
function of y. 

The steady state equations of motion, with the iner t la l t e r m s omitted because they a r e smal l , 
a rc written in the form 

0 = f(D + h)v - F cos (iry/b) - Ru - g(D + h ) a h / 3 x (1) 

Stewart (2008) Fig 11.5 recreation of Stommel (1948) Fig. 4+5

https://www.colorado.edu/oclab/sites/default/files/attached-files/stewart_textbook.pdf  
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In the next chapter, we will see that Stommel’s results can also be explained
in terms of vorticity—wind produces clockwise torque (vorticity), which must
be balanced by a counterclockwise torque produced at the western boundary.
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1000 km1000 km
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x

Figure 11.5 Stream function for flow in a basin as calculated by Stommel (1948). Left: Flow
for non-rotating basin or flow for a basin with constant rotation. Right: Flow when rotation
varies linearly with y.

11.3 Munk’s Solution
Sverdrup’s and Stommel’s work suggested the dominant processes producing

a basin-wide, wind-driven circulation. Munk (1950) built upon this foundation,
adding information from Rossby (1936) on lateral eddy viscosity, to obtain a
solution for the circulation within an ocean basin. Munk used Sverdrup’s idea
of a vertically integrated mass transport flowing over a motionless deeper layer.
This simplified the mathematical problem, and it is more realistic. The ocean
currents are concentrated in the upper kilometer of the ocean, they are not
barotropic and independent of depth. To include friction, Munk used lateral
eddy friction with constant AH = Ax = Ay. Equations (11.1) become:

1

ρ

∂p

∂x
= f v +

∂

∂z

(

Az
∂u

∂z

)

+ AH
∂2u

∂x2
+ AH

∂2u

∂y2
(11.17a)

1

ρ

∂p

∂y
= −f u +

∂

∂z

(

Az
∂v

∂z

)

+ AH
∂2v

∂x2
+ AH

∂2v

∂y2
(11.17b)

Munk integrated the equations from a depth −D to the surface at z = z0

which is similar to Sverdrup’s integration except that the surface is not at z = 0.
Munk assumed that currents at the depth −D vanish, that (11.3) apply at
the horizontal boundaries at the top and bottom of the layer, and that AH is
constant.

To simplify the equations, Munk used the mass-transport stream function
(11.15), and he proceeded along the lines of Sverdrup. He eliminated the pres-
sure term by taking the y derivative of (11.17a) and the x derivative of (11.17b)
to obtain the equation for mass transport:

AH∇4Ψ
︸ ︷︷ ︸

Friction

− β
∂Ψ

∂x
= − curlzT

︸ ︷︷ ︸

Sverdrup Balance

(11.18)

β planeConstant f

https://www.colorado.edu/oclab/sites/default/files/attached-files/stewart_textbook.pdf
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1. Why do we want higher resolution models?




